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Where to go from here?
What we’ve learned so 
far?

Tools for expressing, 
fitting, & understanding 
linear models, y = X +
Model selection methods
Model diagnostic methods

So far this has been in 
the context of regression

What we still have to 
learn?

Details for ANOVA
Multivariate extensions 
(MANOVA, MMReg)
Models for categorical 
responses
Other related methods

Today, we’ll consider one 
simple extension: 
categorical responses
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Models for quantitative and categorical variables

Dependent variables

Independent 
variables

Quantitative
y = X

Categorical
g( y )= X

Quantitative Regression Logistic regression

Categorical
(factors)

ANOVA Loglinear models

log( f ) = X

Both Reg. w/ dummy vars
ANCOVA
Homogeneity of regression

General linear logistic model

log
1

p
p

X

Fitting & graphing in R
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Logistic regression
The classical linear model assumes the response, Y, to 
be a quantitative variable
In some cases, however, the response is categorical or 
dichotomous (binary outcome):

Improve vs. no improvement after treatment
Patient lives vs. dies
Applicant succeeds vs. fails

Polytomous responses (later):
Improve: None, Some, Marked (ordered)
Women’s paid work: none, part-time, full-time
Vote for: NDP, Liberal, Tories, Green (unordered)
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Logistic regression models

For explanatory variables, this is the same as in ordinary linear models

Arthritis treatment data
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Binary response: what’s wrong with OLS?
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OLS regression:
• Assume y|x ~ N(0, 2)

Logistic regression:
• Assume Pr(y=1|x) ~ binomial(p)

OLS vs. Logistic Logistic regression: binary response
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Probabilities, odds & logits
=Prob(y=1) Odds = /(1- ) Logit = log[ /(1- )]

.05 5/95 = 0.0526 -2.94

.10 1/9 = 0.1111 -2.20

.30 3/7 = 0.4286 -0.85

.50 5/5 = 1 0.00

.70 7/3 = 2.333 0.85

.90 9/1 = 9 2.20

.95 95/5 = 19 2.94

• Prob: symmetric around p=0.5
• Logit: symmetric around logit(p) = 0

Logistic regression: One predictor
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Logistic regression: One predictor
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15Why do I get z tests?  Where is my R2?

Interpreting coefficients
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Logistic regression: Multiple predictors
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Arthritis data: Multiple predictors
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19NB: Female is ref. category for Sex; Placebo for Treatment

Interpreting coefficients
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Estimation & hypothesis tests

Ordinary regression model is fit by least squares, 
because it has optimal properties

Unbiased: E(b) = 
Consistent: b
Minimum variance: Var(b) any other method

These properties are attained for logistic regression 
when fit by maximum likelihood

Overall F 2 tests
Partial t 2 or z tests
max. likelihood used almost everywhere else, other than 
classical regression/ANOVA
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Maximum likelihood estimation
Likelihood ( ) = Pr (data | model), as function of model parameters
For case i, 

Assuming independence, joint likelihood is product over all cases

Find estimates that maximize but simpler for log 
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Hypothesis testing: Questions
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Hypothesis tests

Likelihood ratio test (G2)
Compare nested models, similar to incremental F 
tests in OLS
Let 1 = maximized likelihood for our model

Let 0 = maximized likelihood for null model

Likelihood-ratio test statistic:
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Other tests: Wald, score
                         Testing Global Null Hypothesis: BETA=0

Test                 Chi-Square       DF     Pr > ChiSq

Likelihood Ratio        24.3859        3         <.0001
Score                   22.0051        3         <.0001
Wald                    17.5147        3         0.0006

Different ways to measure 
departure from H0 :

• LR test: diff in log L

• Wald test: 

• Score test: slope at 

0
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Wald tests & confidence intervals

Analogous to t-tests in OLS
H0: i = 0

Confidence interval:
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e.g.,

(Wald chi-square)

Plotting logistic regression data
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Full-model plots
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Full-model plots
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Full-model plots
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Models with interactions
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Models with interactions
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Complex models: visreg and
effects packages
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Effect plots: basic ideas
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# fit model with all 2-way interactions 
arth.logistic2 <- glm(Better ~ (Age + Sex + Treatment)^2, data=Arthritis,  
                        family=binomial) 
eff.logistic2<-allEffects(arth.logistic2) 
plot(eff.logistic2) 

Model diagnostics
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Polytomous responses: Overview

Ford
Smitherman
Pantelone
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Polytomous responses: Overview
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Ordinal response: proportional odds model
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i.e., logits for adjacent response 
comparisons differ only in intercept
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Proportional odds model: fitting & plotting
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Interpretation:
• Effects of age, treatment and sex are similar to what we saw before
• There are substantial differences among the 3 response categories. 
Intercept 2 here is for the distinction between none vs. (some, marked)

Proportional odds models in R
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Proportional odds models in R
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• Results are similar, but less convenient than proc logistic (no p-values)

• Test of proportional odds assumption requires the VGLM package
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Nested dichotomies
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This allows the slopes to differ for each logit

Some hand-calculation is required for overall tests

Nested dichotomies
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Ex: Women’s labour force participation
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llabour  working fulltime 
  1        1        1 
  2        1        0 
  3        0        . 
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Ex: Women’s labour force participation

NB: The score test is anti-conservative: p-values often too small.  Use with 
caution.
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Fitting nested dichotomies

83
greater impact on full vs. parttime choice than on 

working vs. not working
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Combined tests for nested dichotomies
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Model visualization
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Model visualization
Alternatively, you can find the predicted probabilities for each response 
category and plot these in relation to the predictors.

This is often easier to interpret.
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Polytomous response: generalized logits
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Ex: Women’s labour force participation
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Fitting & plotting generalized logits
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NB: for each case, predicted probabilities of labor category sum to 1
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Summary
Logistic regression

Extends regression to case of binary response
Fit by max. likelihood, not OLS

• F 2 tests;
• t 2  

Interpretation of coefficients: 
• i = increment to log odds Y=1 for xi = 1
• exp( i) = multiplier of odds ratio

Polytomous response
Ordered response categories: 

• Proportional odds model, 
• nested dichotomies

Unordered: Multinomial logistic regression


